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ABSTRACT

Context. The Babcock-Leighton flux-transport model is a widely-accepted dynamo model of the Sun that can explain many observa-
tional aspects of the solar magnetic activity. This dynamo model has been extensively studied in a two-dimensional (2D) mean-field
framework in both kinematic and non-kinematic regimes. Recent three-dimensional (3D) models have been restricted to the kinematic
regime. In these models, the surface poloidal flux is produced by the emergence of bipolar magnetic regions (BMRs) that are tilted
according to Joy’s law.
Aims. We investigate the prescription for emergence of a BMR in 3D non-kinematic simulations. In particular, we examine the effect
of the radial extent of the BMR. We also report initial results of cyclic Babcock-Leighton dynamo simulation.
Methods. We extend a conventional 2D mean-field model of the Babcock-Leighton flux-transport dynamo into 3D non-kinematic
regime, in which a full set of magnetohydrodynamic (MHD) equations are solved in a spherical shell using a Yin-Yang grid. The
large-scale mean flows such as differential rotation and meridional circulation are driven not by rotationally-constrained convection
but by the parameterized Λ-effect in this model. For the induction equation, we use a Babcock-Leighton α-effect source term by which
the surface BMRs are produced in response to the dynamo-generated toroidal field inside the convection zone.
Results. We find that, in the 3D non-kinematic regime, the tilt angle of a newly-emerged BMR is very sensitive to the prescription for
the subsurface structure of the BMR (particularly its radial extent). Anti-Joy tilt angles are found unless the BMR is deeply embedded
in the convection zone. We also find that the leading spot tends to become stronger (higher field strengths) than the following spot.
The anti-Joy’s law trend and the morphological asymmetry of the BMRs can be explained by the Coriolis force acting on the Lorentz-
force-driven flows. Furthermore, we demonstrate that the solar-like magnetic cycles can be successfully obtained if the Joy’s law is
explicitly given in the Babcock-Leighton α-effect. In these cyclic dynamo simulation, a strong Lorentz force feedback leads to cycle
modulations in the differential rotation (torsional oscillation) and meridional circulation. The simulations however do not include
radiative effects such as the enhanced cooling by faculae, that are required to properly model the torsional oscillations. The non-
axisymmetric components of the flows are found to exist as inertial modes such as the equatorial Rossby modes.
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1. Introduction

The Sun exhibits an 11-year cyclic magnetic activity which
is sustained by the dynamo processes in the convection zone
(e.g., Charbonneau 2020). The Babcock-Leighton flux-transport
model is one of the most promising solar dynamo models at
present that can explain many observational features (e.g., Dik-
pati & Charbonneau 1999). In this model, the equatorward mi-
gration of sunspot groups is attributed to the meridional flow
near the base of the convection zone (Wang et al. 1991; Choud-
huri et al. 1995). This model is supported by the recent helio-
seismic observations in which the meridional flow is found to
be poleward at the surface and equatorward at the base (Gizon
et al. 2020). Another characteristic feature of this dynamo model
is that the main process generating poloidal fields from toroidal
fields is the so-called Babcock-Leighton mechanism, in which
the surface poloidal fields are generated by the poleward ad-
vection and equatorial cancellation of the bipolar sunspots that
are tilted with respect to east-west direction (Babcock 1961;
Leighton 1964).

The tendency that the leading spot is located closer to the
equator than the following one is called Joy’s law (Hale et al.
1919). The physical origin of the Joy’s law is still under debate:
Thin flux tube simulations have demonstrated that the Joy’s law
can be explained by the Coriolis force acting on the buoyantly-
rising flux tubes through the convection zone (D’Silva & Choud-
huri 1993; Fan et al. 1994; Weber et al. 2011). On the other hand,
recent observations have shown that the active regions emerge
with east-west alignment (with zero tilt) on average and the Joy’s
law tilts are generated by the north-south separation motions af-
ter emergence (Schunker et al. 2020).

Numerical investigations of the Babcock-Leighton flux-
transport dynamo model have been mostly carried out in a two-
dimensional (2D) kinematic mean-field framework (e.g., Dik-
pati & Charbonneau 1999; Nandy & Choudhuri 2001; Chatter-
jee et al. 2004; Hazra et al. 2014; Karak & Cameron 2016). In
these models, the Babcock-Leighton α-effect is modeled as the
axisymmetric poloidal source term which is localized near the
surface. Although there are some non-kinematic studies where
the dynamo-generated fields are allowed to give a feedback on
the mean flows (Rempel 2006; Ichimura & Yokoyama 2017; In-
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ceoglu et al. 2017), the longitudinal component of the Lorentz
force has been ignored because of the axisymmetry of the sys-
tem.

There are several recent studies that aim to realize the
Babcock-Leighton process in a three-dimensional (3D) full-
spherical domain. Yeates & Muñoz-Jaramillo (2013) first pre-
sented a kinematic model in which the upward velocity pertur-
bation associated with the magnetic buoyancy is explicitly pre-
scribed to produce the tilted bipolar magnetic regions (BMRs)
at the surface. This method has also been used in Kumar et al.
(2019) and Whitbread et al. (2019). Furthermore, Miesch & Dik-
pati (2014) have developed a different model of the Babcock-
Leighton dynamo, in which the BMRs are artificially placed at
the surface in response to the toroidal field at the base under
the constraint of Joy’s law. In fact, this method is regarded as
a 3D realization of the so-called “double-ring” algorithm used
in 2D mean-field models (Durney 1997; Nandy & Choudhuri
2001; Muñoz-Jaramillo et al. 2010). The same model has also
been used to study the long-term cycle variability (Karak & Mi-
esch 2017). However, all of these models are kinematic. There-
fore, it still remains unclear how the Lorentz-forces of the BMRs
affect their post-emergence evolution and the resulting dynamo
solution in the non-kinematic regime.

The models which include the most physics are provided by
magnetohydrodynamic (MHD) convective dynamo simulations
in a spherical shell (e.g., Brun et al. 2004; Ghizaru et al. 2010;
Brown et al. 2010; Fan & Fang 2014; Hotta et al. 2016; Strugarek
et al. 2017). However, they have difficulty in reproducing the
large-scale mean flows as we observe when the solar parameters
are used (this problem is known as the convective conundrum,
e.g., Nelson et al. 2018). Moreover, they still cannot capture the
full dynamics of the flux-emergence and the resulting formation
of BMRs at the surface comprehensively (Nelson et al. 2011;
Fan & Fang 2014; Chen et al. 2017). Therefore, it is still helpful
to use mean-field1 models in which the large-scale mean-flows
are largely controlled with parameterizations of small-scale con-
vective angular momentum transport (the Λ-effect; see Kitchati-
nov & Ruediger 1995) and the flux emergence is modeled via a
parametrization.

In this paper, we present a new numerical framework to study
the Babcock-Leighton dynamo processes of the Sun in a 3D non-
kinematic regime, which takes advantage of both the mean-field
approach for the solar large-scale mean flows and the 3D realiza-
tion of the Babcock-Leighton process. Therefore, our model ex-
tends both the 2D non-kinematic mean-field models (e.g., Rem-
pel 2006) and the 3D kinematic models (e.g., Miesch & Tewelde-
birhan 2016). Although our model is still less complete than 3D
MHD convective dynamo models, we can solve the MHD dy-
namo equations under the constraints of the observed differen-
tial rotation and meridional circulation (that are hard to obtain in
the 3D MHD convective dynamo models). We believe that our
model can potentially provide many future applications such as
data assimilation and cycle prediction.

Recently, various kinds of inertial modes have been discov-
ered and identified on the Sun (e.g., Löptien et al. 2018; Gi-
zon et al. 2021). Since these inertial modes have different mode
properties from those of acoustic (p) modes, they are expected
to be useful as an alternative tool to probe the interior of the
1 In the solar dynamo community, the “mean-field” models are conven-
tionally regarded as 2D axisymmetric models where the mean is taken
over longitudes. In this paper, however, we use the term “mean-field”
in a more general sense; the mean should be regarded as an ensemble
average or a spatial average over small portions in the convection zone
that satisfy the Reynolds’ averaging rules.

Sun (Gizon et al. 2021; Bekki et al. 2022b). However, it remains
largely uncertain how these modes are affected by the dynamo-
generated magnetic fields. We believe that our dynamo model
can also be used to study the effects of magnetic fields on vari-
ous inertial modes in the Sun’s convection zone in the nonlinear
regime.

The organization of this paper is as follows. The numerical
model is explained in detail in §2. In § 3, we show how the post-
emergence evolution of the BMRs are changed from the pre-
vious models. Our initial results of the cyclic dynamo are then
presented in §4. We close by summarizing our results and dis-
cussing the future prospects in §5.

2. Model

2.1. Governing Equations

We numerically solve a set of MHD equations in a spherical co-
ordinate (r, θ, φ):

∂ρ1

∂t
= −∇ · (ρ0v), (1)

∂v
∂t

= −v · ∇v −
∇p1

ρ0
−
ρ1

ρ0
ger + 2v ×Ω0

+
1

4πρ0
(∇ × B) × B +

1
ρ0
∇ ·Π, (2)

∂B
∂t

= ∇ × (v × B + E − η∇ × B), (3)

∂s1

∂t
= v · ∇s1 + cpδ

vr

Hp
+

1
ρ0T0

∇ · (ρ0T0κ∇s1)

+
1

ρ0T0

[
(Π · ∇) · v +

η

4π
|∇ × B|2

]
, (4)

where g, ρ0, p0, and Hp denote the gravitational acceleration,
density, pressure, and pressure scale height of the background
state which is in an adiabatically-stratified hydrostatic equilib-
rium. We use the same radial profiles for the background strati-
fication as the model presented in Rempel (2005) and Bekki &
Yokoyama (2017). The quantities with subscript 1, ρ1 and p1,
are the perturbations with respect to the background that are as-
sumed to be sufficiently small, i.e., |p1/p0| ≈ |ρ1/ρ0| � 1, so that
the equation of state is linearized

p1 = p0

(
γ
ρ1

ρ0
+

s1

cv

)
, (5)

where γ = 5/3 is the specific heat ratio and s1 is entropy per-
turbation from the adiabatic background. The rotation rate of the
radiative core Ω0/2π = 431.3 nHz is used for a system rotation
rate.

The tensorΠ represents the turbulent Reynolds stress associ-
ated with small-scale (subgrid-scale) convective motions that are
not explicitly resolved in our model. This in principle contains
the effects of turbulent diffusion and turbulent momentum trans-
port (Λ-effect, see Kitchatinov & Ruediger 1995). Therefore, the
Reynolds stress is expressed as,

Πik = ρ0νvis

(
S ik −

2
3
δik∇ · v + ΛikΩ0

)
, (6)

where S ik and δik denote the velocity deformation tensor and the
Kronecker-delta unit tensor. The detailed expression of S ik in a
spherical coordinate can be found in Fan & Fang (2014).

Article number, page 2 of 13

songyongliang




Yuto Bekki and Robert H. Cameron: 3D non-kinematic simulation of the BL solar dynamo

In our model, turbulent viscous, thermal, and magnetic dif-
fusivities are all assumed to be isotropic. We use the same radial
profiles for the viscous (νvis), thermal (κ), and magnetic (η) dif-
fusivities as of Rempel (2006). The diffusivity values at the top
boundary are νvis = κ = 5 × 1012 cm2s−1, and η = 1012 cm2 s−1.

In order to break the Taylor-Proudman’s constraint of the
differential rotation via the thermal wind balance, a negative
(positive) latitudinal entropy gradient in the northern (south-
ern) hemisphere is required. Although there are several proposed
mechanisms to generate this latitudinal entropy gradients (e.g.,
Kitchatinov & Ruediger 1995; Masada 2011; Hotta 2018), in this
paper, we adopt the idea proposed by Rempel (2005) that the lat-
itudinal entropy variation is generated by the radial meridional
flows when the base of the convection zone is weakly subadia-
batic. To this end, we give the superadiabaticity δ = ∇ − ∇ad,
with ∇ = d ln T/d ln p, as

δ(r, θ) = T−(r; rsub, dsub) δsub(θ), (7)
δsub(θ) = δpl + (δeq − δpl) sin2 θ, (8)

rsub(θ) = rpl + (req − rpl) sin2 θ, (9)

where T denotes a transition function defined by

T±(x; x0, d) =
1
2

[
1 ± tanh

( x − x0

d

)]
. (10)

We set the superadiabaticity at the poles and at the equator as
δpl = −1.5×10−5 and δeq = −2×10−5, respectively, at the base of
the convection zone. The depths where the stratification changes
from subadiabatic to adiabatic are given as rpl = 0.725R� and
req = 0.735R�. The weakly subadiabatic layer near the base
is thought to be an outcome of a non-local energy transport of
strongly magnetized convection (Skaley & Stix 1991; Branden-
burg 2016) and has been reported in some recent numerical sim-
ulations (Käpylä et al. 2017; Hotta 2017; Bekki et al. 2017). The
subadiabaticity is slightly enhanced in the equatorial area owing
to the latitudinal variation of the Coriolis force acting on low-
entropy downdrafts (Karak et al. 2018).

The dimensionless tensor Λik specifies the amplitude and di-
rection of the turbulent momentum transport. In this model, we
only consider the turbulent angular momentum transport. There-
fore, we parameterize Λrφ(= Λφr) and Λθφ(= Λφθ) similarly to
the model presented in Rempel (2005),

Λrφ = +Λ0 f̃l(r, θ) cos (θ + λ)
[
1 + ζr(r, θ, φ)

]
, (11)

Λθφ = −Λ0 f̃l(r, θ) sin (θ + λ)
[
1 + ζθ(r, θ, φ)

]
. (12)

The overall amplitude of the Λ-effect is given by Λ0 = 0.85.
The inclination is set to λ = +(−)15◦ in the northern (southern)
hemisphere. Thus, the associated angular momentum flux be-
comes largely equatorward and weakly away from the rotational
axis. The spatial distribution of the Λ-effect is specified as

f̃l(r, θ) =
fl(r, θ)

max| fl(r, θ)|
, (13)

fl(r, θ) = sin2 θ cos θ tanh
(

rmax − r
dl

)
. (14)

where dl = 0.025R�. With this parameterization, the profiles of
differential rotation and meridional circulation become similar
to observations (Howe 2009; Gizon et al. 2020)

The quantities ζr and ζθ denote random fluctuations due to
the unresolved turbulent convection. In our model, the random

fields ζr and ζθ are separately constructed by simply superposing
multiple gaussians as,

ζ(r, θ, φ) =

N∑
i=1

ci exp

− ( r − ri

δr

)2
−

(
θ − θi

δθ

)2

−

(
φ − φi

δφ

)2, (15)

where the locations of gaussian peaks (ri, θi, φi) are randomly
chosen and their amplitudes ci are also randomly determined
within the range −2 < ci < 2. The spatial scale of each gaussian
is set as (δr, δθ, δφ) = (0.03R�, 5◦, 5◦). In our reference calcula-
tion, we set the number of gaussians N = 30. We generate the
random field ζ at every time step and therefore it is uncorrelated
in time. Note that the non-axisymmetric flows can be partially
driven by these random fluctuations of the Λ-effect.

In the induction equation (3), we add an electro-motive-
force E to model the Babcock-Leighton α-effect, by which the
poloidal field is generated near the surface from the toroidal field
near the base of the convection zone. Note that this term is only
switched on when the cyclic dynamo is simulated in § 4. A detail
formulation of E will be given in § 4.1.

2.2. Numerical scheme

We numerically solve the Eqs. (1)–(4) using the 4th-order
centered-difference method for space and 4-step Runge-Kutta
scheme for time integration (Vögler et al. 2005). To avoid the
severe CFL constraint for time step, we use the reduced speed
of sound technique (Rempel 2005) so that the background sound
speed is artificially reduced by a factor of ξ = 200, which still en-
sures that flows remain sufficiently subsonic (Hotta et al. 2014).
Moreover, we use the hyperbolic divergence cleaning method (9-
wave method) for minimizing the numerical error resulting from
the divergence of magnetic field (Dedner et al. 2002).

The numerical domain is a full-spherical shell extending
from rmin = 0.65R� up to rmax = 0.985R�. The base of the con-
vection zone is located at rbc = 0.71R�. In order to avoid the sin-
gularities in a spherical coordinate at the poles, we use the Yin-
Yang grid (Kageyama & Sato 2004). For more details about the
implementation of the Yin-Yang grid, refer Bekki et al. (2022a).
The grid resolution is 72(Nr)×72(Nθ)×216(Nφ)×2(Yin and Yang
grids). The code is parallelized using message passing interface
(MPI). At both radial boundaries, impenetrable and stress-free
boundary condition is used for velocity. The magnetic field is
assumed to be radial at the top and horizontal at the bottom.

We first carry out a hydrodynamic simulation until the large-
scale mean flows become quasi-stationary. Figure 1 shows pro-
files of the differential rotation 〈Ω〉 = Ω0 + 〈vφ〉/(r sin θ) and
meridional circulation vm = 〈vr〉er + 〈vθ〉eθ obtained from our
hydrodynamic simulation. Here, 〈 〉 denotes the longitudinal av-
erage. We then add magnetic fields to carry out MHD calcula-
tions.

3. Post-emergence evolution of BMRs

In this section, we carry out a set of numerical simulations to
study how the post-emergence evolution of a BMR is dependent
on how it is injected into the simulation. To this end, we solve
the MHD equations (1)–(4) starting from different initial mag-
netic field configurations for a newly-emerged single BMR. For
simplicity, we only consider the short-term evolution of a BMR
and do not discuss the long-term buildup of the polar fields and
the resulting dynamo cycles. Hence, we set E = 0.
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Fig. 1. Results of the mean flows from the hydrodynamic calculation.
(a) Differential rotation 〈Ω〉 = Ω0+〈vφ〉/(r sin θ). The black dotted curve
shows the location of the base of the convection zone at r = 0.71R�, be-
low which the stratification is subadiabatic. (b) Meridional circulation
〈vθ〉. The black solid and dashed curves show contours of the stream-
function Ψ defined by ρ0vm = ∇× (Ψeφ) where vm = 〈vr〉er + 〈vθ〉eθ. The
meridional circulation is counter-clockwise (clockwise) in the northern
(southern) hemisphere, i.e., the flow is poleward (equatorward) at the
surface (base).

Table 1. Model parameters of post-emergence BMRs simulations.

Case ∆rbmr/R� ∆φbmr [deg] Shape

1 ... 0.04 15 horizontal
2 ... 0.08 10 round
3 ... 0.12 5 vertical

Notes. The subsurface shape of a BMR changes from a horizontally-
elongated half-ellipse in Case 1 to a vertically-elongated half-ellipse
in Case 3. In Case 2, the subsurface field structure is close to round-
shaped.

3.1. Initial condition of magnetic fields

For simplicity, we simulate the evolution of a BMR with zero
initial tilt, i.e., the leading and following polarity spots are per-
fectly east-west aligned. The initial magnetic field is given as

B ∝ ∇ × (Aiceθ), (16)

where the vector potential Aic is given by

Aic(r, θ, φ) =

{
1 − tanh

(
lbmr(r, φ) − 1

0.5

)}
exp

− (
θ − θ∗

∆θbmr

)2, (17)

with

lbmr(r, φ) =

√(
r − rmax

∆rbmr

)2

+

(
φ − φ∗

∆φbmr

)2

. (18)

Here we set the colatitude θ∗ = 70◦ and φ∗ = 0◦, and therefore
a BMR is located at the latitude of 20◦ in the northern hemi-
sphere at the central meridian. The parameters ∆rbmr, ∆θbmr, and
∆φbmr specify the radial, latitudinal, and longitudinal extent of
the BMR. We fix ∆θbmr = 5◦ but vary both ∆rbmr and ∆φbmr
as free model parameters to change the subsurface shape of the
BMR, as sumamrized in Table. 1. In Case 1, ∆rbmr is relatively
small and ∆φbmr is large, indicating that the subsurface structure
of the BMR is very shallow in radius but stretched in longitude.
In Case 3, on the other hand, the subsurface field morphology is

changed to a vertically-elongated half ellipse. Case 2 is an inter-
mediate case between Case 1 and 3. In all cases, the amplitude
of the initial field is determined such that the maximum radial
field at the top boundary is 4 kG.

3.2. Temporal evolution

Let us first take a look at Case 1 where the results are most dras-
tically changed from the previous studies. Figure 2 shows the
evolution of the radial field, flows at the surface, and the sub-
surface field of the BMR over the first several days after the
emergence from Case 1. As soon as the BMR is inserted, there
emerge strong upflows at the surface because the mass is ex-
pelled from the flux tube due to the pressure imbalance. At the
same time, the strong Lorentz force of the BMR drives strong
longitudinal converging flows towards the polarity inversion line
and latitudinal diverging flows along the polarity inversion line.
These are clearly seen in Fig. 2b middle panel. Consequently, the
two spots (that are initially separated in longitude) are quickly
pulled together and stretched in latitude, as shown in Fig. 2c top
panel. For comparison, we show the same snapshot from the cor-
responding kinematic calculation in as Fig. 2d. The result reveals
that the temporal evolution of the BMR is substantially changed
in non-kinematic regime where the Lorentz force and the Cori-
olis force are taken into account. This type of evolution is not
observed on the Sun.

3.3. Tilt angle

In order to measure the tilt angle of the BMR, we compute the
flux-weighted center locations of the leading and following po-
larity regions (θL, φL) and (θF , φF), respectively. The tilt angle γ
is then defined as

γ = tan−1
(

sin θL − sin θF

cos θL sin θL − cos θF sin θF

)
≈ tan−1

[
θL − θF

(φL − φF) cos θ∗

]
. (19)

Since we consider the BMR located in the northern hemisphere,
the Joy’s law is satisfied when γ > 0 by definition. It is seen from
Fig. 2c (top) that the leading polarity spot is located at slightly
higher latitude than the following polarity spot on average, indi-
cating that the associated tilt angle is negative (γ ≈ −10◦ < 0
at t = 6.2 days). This is against the Joy’s law. This is because
the Coriolis force acts on the longitudinal converging flows (to-
wards the polarity inversion line), as schematically illustrated in
Fig. 3a. It should be emphasized that this generation of anti-Joy’s
law tilt is essentially 3D non-kinematic effect, and thus, cannot
be captured neither by the 2D non-kinematic models (which ig-
nores the longitudinal dependence) nor the 3D kinematic models
(which ignores the Lorentz force feedback).

Needless to say, the generation of negative tilts is contrary
to the solar observations. One possible way of reconciling these
simulations and observations is that, the Joy’s law tilts are gen-
erated during the rise of the toroidal flux tubes (e.g., D’Silva
& Choudhuri 1993) and thus are already embedded apriori in
the emerging BMRs, which overcomes the tendency to gener-
ate the anti-Joy’s law tilts. In § 4, we will demonstrate that this
is possible. Another possibility is that the BMRs emerge with
nearly zero tilt but acquire the positive tilts after the emergence
by yet-unknown physical process. For example, Martin-Belda &
Cameron (2016) proposed that the net positive tilt can be gen-
erated from the initial zero-tilt state due to the coupled effects
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Fig. 2. Temporal evolution of a BMRs from Case 1 at selected temporal points (a) t = 0 days, (b) t = 2.1 days, and (c) t = 6.4 days. The kinematic
simulation with the same initial condition is shown in panel (d) at t = 6.4 days. Top panels show the radial field Br at the surface r = 0.985R�.
Thick black solid curves shows the contour at |Br | = 0.3 kG. The blue and red cross marks represent the locations of the flux-weighted center for
the leading and following spots, and the grey straight lines are drawn to connect these two cross marks. Middle panels show the radial flows vr
near the surface r = 0.98R� (color contour) and the horizontal velocities (vθ, vφ) at the surface (vector arrows). Bottom panels show cross sections
of the magnetic field strength |B| at the fixed latitude of 20◦ which is denoted by black dashed lines in the top and middle panels.

Fig. 3. Schematic illustrations explaining the generation of anti-Joy’s law tilt and the morphological asymmetry of the BMRs’ field strengths. (a)
Cross section at the surface seen from the top. The red and blue arrows show the directions of the Lorentz force and the Coriolis force, respectively.
(b) Cross section at the fixed latitude seen from the equator to the north pole. (c) Three-dimensional view of the evolution of a BMRs.

of differential rotation and active region inflows. This effect is
not considered in this study since our code does not include the
effect of radiative cooling in the BMRs, which geostrophically
drives the active region inflows (e.g., Spruit 2003).

3.4. Morphological asymmetry

We also find a significant asymmetry between the leading and
following spots: The leading polarity region tends to retain its
compact shape and its strong field strength, whereas the follow-
ing spot tends to gradually expand and the field becomes sub-
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Fig. 4. Same as Fig. 2 except from the simulation Case 2.

Fig. 5. Same as Fig. 2 except from the simulation Case 3.

stantially weaker as time passes. To qualitatively assess this field
strength asymmetry, we measure the maximum field strengths
in the leading and following polarity regions BL and BF . In our
simulation Case 1, the leading spot has about twice stronger field
than the following spot, |BL/BF | ≈ 2 at t = 6.2 days. This mor-
phological asymmetry of the BMRs has been a well-known fea-
ture observed on the Sun (e.g., Bray & Loughhead 1979; Fisher
et al. 2000), and often explained by the differential stretching of
the rising Ω-loop due to the Coriolis force (e.g., Fan et al. 1993).
See Fan (2021) for a more comprehensive review on the observa-
tional and theoretical studies on the morphological asymmetry.

Here, we provide a different but related explanation for this
asymmetry. As illustrated in Fig. 3b, the two spots are attracted
with each other by the Lorentz force, and the Coriolis force act-
ing on these longitudinal converging flows drives an downflow
(upflow) inside the leading (following) polarity regions of the
flux tube. This can be confirmed by the contour map of the ra-
dial motion in Fig. 2c (middle). Owing to the mass conservation,
these downflow and upflow are accompanied by the horizontal
converging and diverging motions, respectively. Therefore, the
leading polarity region becomes compressed and the field gets
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Fig. 6. Temporal evolution of (a) the tilt angle γ and (b) the ratio of
the maximum field strengths between the leading and following mag-
netic regions |BL/BF|. The Red, green, and blue curves correspond to
the Cases 1, 2, and 3.

stronger, whereas the following one become broader and the
field gets weaker. This is schematically illustrated in Fig. 3c.

3.5. Dependence on the subsurface structure of a BMR

The results from the Case 2 and Case 3 are shown in Fig. 4 and
Fig. 5, respectively. We can clearly see that the temporal evo-
lution of a BMR is sensitively dependent upon the initial field
structure of the BMR. From Case 1 (where the BMR is local-
ized in a shallow surface and the two spots are largely separated
in longitude) to Case 3 (where the BMR extends deeper in the
convection zone and the longitudinal separation of the spots is
small), the dominant component of the Lorentz force is changed
from horizontal (longitudinally converging at the surface) to ver-
tical (upward at the bottom apex of the flux tube). Consequently,
the generation of a negative tilt is significantly suppressed from
Case 1 to Case 3, as shown in Fig. 6a.

On the other hand, the field strength asymmetry between the
leading and following spots can be found in all cases. This is be-
cause, in the Case 3, the Lorentz-force-driven rising motion of
the bottom apex of the flux tube drives the counter-rotating flow
inside the flux tube, which can enhance the converging (diverg-
ing) motion in the leading (following) polarity regions at the sur-
face. Therefore, regardless of the subsurface shape of the BMR,
the observed morphological asymmetry can be reproduced. In
fact, the asymmetry is most significant in Case 2 where the Cori-
olis force can act both on the longitudinally converging motions
at the surface and on the radially upward motion of the deep flux
tube. This is schematically illustrated in Figs. 3b and c.

Although the simulations reported in this section are based
on a very simplified model of the half-torus-shaped BMR with
zero initial tilt, we find that its temporal evolution is extremely
sensitive to its subsurface structure in the 3D non-kinematic
regime. In particular, this study warns that the shallow BMRs
model (which is conventionally used in many 2D non-kinematic
models and 3D kinematic models) will lead to drastically dif-
ferent dynamo results when all these realistic 3D non-kinematic
effects are included, especially due to the tendency to produce
the anti-Joy’s law tilts.

4. Cyclic dynamo with Babcock-Leighton α-effect

In the previous section, we see that the newly-emerged BMRs
with shallow subsurface root have a general tendency to produce
the anti-Joy’s law tilts in the 3D non-kinematic regime. In this
section, we demonstrate that, despite this trend, the cyclic dy-
namo solution can be obtained if the Joy’s law tilt is explicitly
imposed for the emerging BMRs.

4.1. Babcock-Leighton α-effect source term

Now, we switch on the electro-motive-force E in the Eq. (3)
that represents the source of the Babcock-Leighton α-effect, by
which the surface poloidal field is produced as a result of the
north-south tilt of the BMRs (Babcock 1961; Leighton 1964). In
our model, the emergence of BMRs at the surface is assumed to
occur in response to the dynamo-generated toroidal field deep
inside the convection zone, i.e., the tilted BMRs are instanta-
neously generated when the toroidal field near the base exceeds
a threshold field strength. Our approach differs from the method
presented in Yeates & Muñoz-Jaramillo (2013) and Kumar et al.
(2019) where the upward velocity associated with the magnetic
buoyancy of the toroidal flux is prescribed. Rather, our method
is similar to that used in Miesch & Dikpati (2014) and Miesch &
Teweldebirhan (2016) where the BMRs are explicitly spotted at
the surface.

We take the following steps to construct E. First, the toroidal
field near the base of the convection zone is computed at every
time step,

B̄tor(θ, φ) =
1

rb − ra

∫ rb

ra

Bφ(r, θ, φ)dr, (20)

where the average is taken over a narrow radial range near the
base of the convection zone from ra = 0.71R� to rb = 0.735R�.
Then, we determine the location of the flux emergence in a
spherical surface (θ∗, φ∗). In order to suppress the emergence at
high latitudes as suggested by observations, we apply a latitudi-
nal mask to B̄tor(θ, φ) such that

B̄∗tor(θ, φ) = T+(θ; π/2 − θem,∆θtran) ×
T−(θ; π/2 + θem,∆θtran)B̄tor(θ, φ), (21)

where θem = 17.5◦ and ∆θtran = 8.5◦. We impose a necessary
condition for the BMRs emergence to occur, that |B̄∗tor(θ, φ)| ex-
ceeds a threshold field strength Bcrit = 750 G. When the above
condition is satisfied on multiple points, the location of emer-
gence (θ∗, φ∗) is randomly chosen between points satisfying the
criterion.

Eventually, E is expressed as follows being proportional to
B̄∗tor(θ

∗, φ∗), Er
Eθ
Eφ

 = a0 f̃ ∗α (r, θ, φ)

 0
− cosψ∗
sinψ∗

 B̄∗tor(θ
∗, φ∗), (22)
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Fig. 7. Example structure of BMRs per each hemisphere produced from
our Babcock-Leighton α-effect model. Radial field at the solar surface
is shown where red (blue) points represent positive (negative) Br. The
Solid black arrows denote the direction of the electro-motive-force E
defined by the Eq.(22) with appropriate Joy’s law. Positive (negative)
toroidal field in the northern (southern) hemisphere is implicitly as-
sumed near the base of the convection zone.

where f̃α represents the spatial distribution of BMRs,

f̃ ∗α (r, θ, φ) = exp

− (
r − rmax

∆rbmr

)2

−

(
θ − θ∗

∆θbmr

)2

−

(
φ − φ∗

∆φbmr

)2. (23)

Here, ∆rbmr, ∆θbmr, and ∆φbmr denote the radial, latitudinal, and
longitudinal size of the BMRs. In order to demonstrate that the
cyclic dynamo is possible even with the presence of strong non-
kinematic effects (discussed in § 3), we set ∆rbmr = 0.04R�
so that the BMRs are confined in the shallow surface layer. In
the reference calculation, we set ∆θbmr = ∆φbmr = 6◦, which
is consistent with observations suggesting the typical size of
BMRs of rbmr ≈ 5 − 100 Mm (e.g., Solanki 2003) that implies
∆θbmr = ∆φbmr ≈ 2rbmr/R� ≈ 0.4 − 8◦. The overall amplitude of
the Babcock-Leighton α-effect is set to a0 = 100 km s−1. This
value, in combination with the typical toroidal field strength near
the base B̄∗tor ≈ 5 − 20 kG (Dikpati & Charbonneau 1999), leads
to the total magnetic flux of BMRs of 1022 − 1023 Mx, which is
consistent with observations (Schrijver & Harvey 1994).

The north-south tilt of the BMRs (ψ∗) obeys the Joy’s law
such that

ψ∗ = 35◦ cos θ∗ + ψ′f , (24)

where ψ′f denotes the random fluctuation of the tilt angle (Hale
et al. 1919; Howard 1991; Stenflo & Kosovichev 2012; Wang
et al. 2015). For simplicity, we assume that the probability dis-
tribution of ψ′f is roughly given by the following Gaussian distri-
bution,

Pf(ψ′f) =
1

σf
√

2π
exp

[
−ψ′2f /(2σ

2
f )
]
, (25)

with σf = 15◦. Unlike the kinematic model of Karak & Mi-
esch (2017), a quenching term is not necessary in our model
because the saturation of the dynamo occurs self-consistently
owing to the Lorentz-force feedback (Rempel 2006; Ichimura
& Yokoyama 2017). Figure 7 shows examples of E and the re-
sulting tilted BMRs produced by our Babcock-Leighton α-effect
source where we assume sufficiently strong positive (negative)
toroidal field near the base of the convection zone.

In order to prevent overlapping emergence events on the
same location in a very short time span, we introduce the fol-
lowing time delay algorithm as presented in Miesch & Dik-
pati (2014); Miesch & Teweldebirhan (2016); Karak & Miesch

Fig. 8. Cumulative log-normal distribution of the emergence events
Cem(∆t) used in our model during the activity maxima (red) and activity
minima (blue).

(2017): We use a cumulative log-normal distribution function of
the emergence events defined as

Cem(∆t) =

∫ ts+∆t

t=ts

Pem(∆t) dt, (26)

Pem(∆t) =
1

σt∆t
√

2π
exp

[
−

(ln ∆t − µt)2

2σ2
t

]
, (27)

where ∆t = t− ts is the time lag since the last emergence event at
ts. A flux emergence event is allowed only when the cumulative
Cem exceeds a number ∈ [0, 1] randomly chosen at every time
step. The standard deviation σt and the mean µt are specified by
τp and τs as follows.

σ2
t =

2
3

ln
(
τs

τp

)
, µt = σ2

t + ln τp, (28)

τp = τp,0 + ∆τp e−(B̄∗em/Bτ)2
, (29)

τs = τs,0 + ∆τs e−(B̄∗em/Bτ)2
. (30)

Here, we set τp,0 = 0.8 days, τs,0 = 1.9 days, ∆τp = 0.75 days,
∆τs = 3.0 days. The quantity B̄∗em represents the horizontally-
averaged B̄∗tor and Bτ = 1.5 kG denotes the threshold value of the
toroidal field strength for characterizing phase in the activity cy-
cle. Figure 8 shows the two examples of the cumulative Cem(∆t)
each corresponding to the solar activity minima and maxima.
Therefore, the flux emergence becomes more frequent during the
activity maxima (B̄∗em > Bτ) and less frequent when during the
activity minima (B̄∗em < Bτ).

We must note that our Babcock-Leighton α-effect model is
strongly spatially-localized and temporally intermittent. This is
clearly different from the conventional 2D models with spatially-
distributed and temporally-continuous source term (Choudhuri
et al. 1995; Dikpati & Charbonneau 1999; Rempel 2006). Taking
into account the tilt angle inclination of E, the localization in
longitudes, and the emergence frequency of the BMRs, we can
estimate the corresponding α0 value within the 2D mean-field
framework as

α0 ≈ sinψ
(
∆φbmr

2π

) (
∆tCFL

∆t

)
a0

≈ 1.2 m s−1, (31)
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where we use the typical values ψ = 17.5◦, ∆t = 5 days, and
∆tCFL = 17 min. This α0 value is consistent with the previous
2D mean-field models.

4.2. Initial condition of magnetic fields

We add an axisymmetric dipolar field into the fully-developed
hydrodynamic calculation shown in Fig. 1. The simulation is
evolved until initial transients disappear and the dynamo cycles
with quasi-steady amplitudes are obtained. In the following sub-
sections, we analyze the last three cycles of our simulation.

4.3. Dynamo cycles and the Lorentz force feedback

Figures 9a and b show the tim-latitude plots of the
longitudinally-averaged radial field 〈Br〉 at the surface and the
toroidal field 〈Bφ〉 near the base of the convection zone, rep-
resented in terms of the well-known magnetic butterfly dia-
gram. We can clearly see the cyclic polarity reversals that oc-
cur roughly at every 9 years, which is slightly shorter than the
solar cycle yet comparable. In each cycle, there is an equator-
ward migration of sunspot groups (BMRs) and the build-up of
the polar field by poleward advection of the magnetic fluxes as-
sociated with the trailing sunspots. These are owing to the single-
cell meridional circulation achieved in our model, which has an
amplitude of about 15 m s−1 at the surface and 2 m s−1 near the
base of the convection zone. The black solid lines in Fig. 9b de-
note the range of the emergence latitudes of BMRs at each time
(the so-called active region belt). The phase of the equatorward
advection of the toroidal field at the base corresponds to that of
the emergence of the BMRs at the surface.

In our non-kinematic model, the dynamo-generated fields
have strong impacts on flows via the Lorentz force feedback.
Figure 9c shows the time-latitude plot of the fluctuation of the
differential rotation δ〈Ω〉 = 〈Ω〉 − 〈Ω〉t where 〈 〉t denotes the
longitudinal and temporal average. This is commonly known
as torsional oscillations (Howard & Labonte 1980). We clearly
find both poleward and equatorward propagating oscillation pat-
terns with the typical amplitude of about 5 nHz at the surface.
Figures 9d and e show the time-latitude plots of the latitudinal
velocity 〈vθ〉 at the top and bottom of the convection zone, re-
spectively. Although the poleward flow at the surface and the
equatorward flow near the base are strongly suppressed and dis-
turbed during the activity maxima, the feedback is not large
enough to switch off the advective transport of the magnetic
fields (Ichimura & Yokoyama 2017).

Figure 9f shows the time-latitude plot of the entropy pertur-
bation δ〈s1〉 = 〈s1〉 − 〈s1〉t at the surface with typical variation
amplitude of about 250 erg g−1 K−1 which corresponds to the
temperature fluctuation of about 1.4 K. The positive entropy fluc-
tuation can be seen along with the active region belt, implying
that the surface is heated whenever the BMRs emerge due to the
strong magnetic diffusion in our model. Note, however, that this
is not likely in the real Sun: The surface is expected to be cooled
by enhanced radiation in the BMRs, leading to lower temper-
ature due to the radiative loss in the active region belt (Spruit
2003). The theories suggest that, this radiative loss at the surface
can produce the low-latitude branches of the torsional oscillation
by inducing the geostrophical flows around the BMRs (thermal
forcing) (Rempel 2006; Gizon & Rempel 2008). This effect is
not included in our model. It should be emphasized that, in our
simulation reported here, the artificial heating in the active re-
gion belt may be responsible for the low-latitude torsional os-

cillation branches due to the thermal forcing with the opposite
sign.

Figure 10 shows the volume-integrated kinetic and magnetic
energies of various components. Their definitions are

KEDR =

∫
V

ρ0

2
〈vφ〉2 dV, (32)

KEMC =

∫
V

ρ0

2
(〈vr〉

2 + 〈vθ〉2) dV, (33)

KEm,0 =

∫
V

ρ0

2
(v − 〈v〉)2 dV, (34)

MEtor =

∫
V

1
8π
〈Bφ〉2 dV, (35)

MEpol =

∫
V

1
8π

(〈Br〉
2 + 〈Bθ〉2) dV, (36)

MEm,0 =

∫
V

1
8π

(B − 〈B〉)2 dV, (37)

where the integrals are taken over the whole volume of the con-
vection zone. The two largest energy reservoirs in our simulation
are the differential rotation kinetic energy KEDR and the toroidal
field magnetic energy MEtor. When the toroidal field is ampli-
fied by the Ω-effect, KEDR is converted to MEtor. The toroidal
field eventually becomes superequipartition (MEtor > KEDR)
with respect to the differential rotation on average. In our simu-
lation, this Lorentz force feedback on differential rotation leads
to a dynamo saturation. The non-axisymmetric magnetic energy
MEm,0 is greater than the mean poloidal field energy MEpol
because the BMRs are strongly non-axisymmetric. The non-
axisymmetric fields drive strong non-axisymmetric flows, whose
kinetic energy KEm,0 is also greater than MEpol. This suggests
that the non-axisymmetric components of the magnetic fields
and the flows are important for the convection zone dynamics.

Figure 11 shows snapshots of the magnetic fields and mean
flows over the course of a magnetic cycle. The two leftmost
panels show the mollweide projections of the radial magnetic
field Br at the surface and the toroidal field Bφ at the bottom
convection zone. As prescribed in our Babcock-Leighton source
term, BMRs emerge at low latitudes obeying the Hale’s and Joy’s
laws. Therefore, the radial magnetic field at the surface is sub-
stantially non-axisymmetric. On the other hand, toroidal field
near the base of the convection zone is found to be almost ax-
isymmetric. Meridional plots on the 3rd, 4th, and 5th columns
of Fig. 11 show the azimuthally-mean profiles of the poloidal
and toroidal magnetic fields, differential rotation, and meridional
circulation, respectively. When longitudinally averaged, the dy-
namo solution shows a qualitatively similar time evolution pat-
tern as the previous 2D mean-field models (e.g., Rempel 2006;
Ichimura & Yokoyama 2017), although our model has a stronger
torsional oscillation and the meridional circulation modulations
which presumably depends on the radial strucuture we have as-
sumed for flux emergence.

4.4. Non-axisymmetric flows

In our model, non-axisymmetric flows are driven largely by the
non-axisymmetric Lorentz forces and only partially by the ran-
dom fluctuations in the Λ-effect. Figure 12 shows a snapshot of
the radial field at the surface (top rows) and the radial veloc-
ity near the surface (bottom rows). Black arrows represent the
horizontal flow motions at the surface. Strong horizontal flows
exist only in the vicinity of the BMRs: When a BMR emerge
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Fig. 9. Temporal evolution of the longitudinally-averaged magnetic fields and horizontal velocities. (a) Azimuthal mean of the radial field 〈Br〉 at
the surface r = 0.985R� where the bar denotes the azimuthal mean. (b) Azimuthal mean of the longitudinal field 〈Bφ〉 near the base of the convection
zone r = 0.715R�. Black solid lines are the contours of the emerged BMRs at each time. (c) Torsional oscillation pattern δ〈Ω〉 = 〈Ω〉 − 〈Ω〉t at the
surface where 〈〉t denotes the azimuthal and temporal average. (d) Azimuthal mean of the latitudinal velocity 〈vθ〉 at the surface. Red (blue) in the
northern hemisphere represents the equatorward (poleward) flow. (e) The same as (d) but near the base of the convection zone. Black dashed lines
denote the contours of the toroidal field at the base (8.5 kG). (f) Entropy perturbation δ〈s1〉 = 〈s1〉 − 〈s1〉t at the surface.

Fig. 10. Temporal evolution of the volume-integrated kinetic and mag-
netic energies. The red, green, and black lines denote the kinetic ener-
gies of the differential rotation KEDR, the meridional circulation KEMC,
and the non-axisymmetric flows KEm,0. The blue, purple, and orange
lines denote the magnetic energies of the mean toroidal field KEtor, the
mean poloidal field MEpol, and the non-axisymmetric fields MEm,0.

at the surface which happens instantaneously in our model, hor-

izontal converging flows are driven towards the polarity inver-
sion line with the typical amplitudes of about 100 m s−1. This
is owing to a strong magnetic tension force of the BMRs that
pulls the two spots together. This strong converging flow further
drives both horizontal outflows and radial downflows along the
polarity inversion line, as shown in Fig. 12c and d. Due to these
strong horizontal flows at the surface, a newly-emerged BMR
that initially consists of two round-shaped sunspots is quickly
deformed into an elongated shape along the polarity inversion
line, as seen in Fig. 12a. This temporal evolution is similar the
simulation reported in § 3.2 with horizontally-elongated BMRs
(Case 1). However, it should be noted that we do not include the
radiative cooling associated with the active regions in our sim-
ulations. Thus, our model currently lacks the physics required
to properly produce the observed inflows associated with active
regions (Gizon et al. 2001; Spruit 2003).

Other interesting non-axisymmetric flow features are low-
frequency inertial modes of oscillation, in particular, the equato-
rial Rossby modes that have recently been detected on the Sun
(e.g., Löptien et al. 2018). Figure 13 shows the equatorial power
spectrum of latitudinal velocity vθ near the surface from our non-
kinematic dynamo simulation similarly to Bekki et al. (2022a).
Note that all the spectra are computed in a frame rotating at
Ωref/2π = 431.3 nHz. We can clearly see the existence of the
equatorial Rossby modes as represented by a clear power ridge
along the expected dispersion relations (red points) in the spec-
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Fig. 11. Time evolution of magnetic field and velocity. Shown are the snapshots at t = 12.9 yr (from (a) to (e)), t = 14.9 yr (from (f) to (j)),
t = 17.9 yr (from (k) to (o)), t = 19.9 yr (from (p) to (t)) in Fig.!9. The mollweide projections on the 1st and 2nd columns show the radial field Br
at the surface r = 0.985R� and longitudinal field Bφ near the base of the convection zone r = 0.715R�, respectively. The meridional plot in the 3rd
column represents the azimuthally-mean toroidal field (color scales) and poloidal field (contours). The meridional plots in the 4th and 5th columns
represent the azimuthally-mean differential rotation and streamfunction of the meridional circulation, respectively. An animation of this figure is
available online.

tra for 3 ≤ m ≤ 12. In our simulation, these Rossby modes are
excited both by the non-axisymmetric random fluctuations in the
Λ-effect and by the non-axisymmetric Lorentz-force, unlike the
rotating convection simulation of Bekki et al. (2022a) where they
are excited by turbulent convective motions alone. It is implied
that our code can be used to study the magnetic cycle depen-
dence of the Rossby modes (or inertial modes in general) in the
future.

5. Summary and Discussions

In this paper, we have developed a new Babcock-Leighton
flux-transport dynamo model of the Sun. In our model, we do
not solve the small-scale convection and focus on the large-
scale flows and magnetic structures in a full spherical shell.
The solar-like large-scale mean flows are driven by proper pa-
rameterization of the Λ-effect. The model operates in a 3D
non-kinematic regime, and therefore, is more realistic than
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Fig. 12. Snapshots of the radial field Br at the surface (top panels) and the radial velocity vr [m s−1] near the surface (bottom panels) at t = 10.3 yr
in Fig. 9. The black arrows represent the horizontal flow (vθ, vφ) at the surface. Panels (c) and (d) are the zoom-in of the panels (a) and (b), focusing
on the single BMRs denoted by red thick solid lines.

Fig. 13. Equatorial power spectrum of latitudinal velocity vθ near the
surface r = 0.95R�. The spectra are computed in a frame rotating at
Ω0/2π = 431.3 nHz. The blue solid lines represent the differential rota-
tion rate at the surface ω = m(Ωsf −Ω0) where Ωsf = 〈Ω(0.95R�, π/2)〉.
The red points denote the theoretical dispersion relation of the sectoral
Rossby modes, ω = −2Ωsf/(m + 1) + m(Ωsf −Ω0).

the 2D non-kinematic models (e.g., Rempel 2006; Ichimura
& Yokoyama 2017) and 3D kinematic models (e.g., Yeates &
Muñoz-Jaramillo 2013; Miesch & Dikpati 2014).

To better illustrate the major differences from the conven-
tional 2D non-kinematic models and the 3D kinematic models,
we first carry out a set of simulations for a single BMR with dif-
ferent initial subsurface structure. We find that, when the BMR

has a shallow subsurface structure and a large longitudinal sep-
aration, the post-emergence evolution of the BMR becomes sig-
nificantly changed from those from the conventional models:
Even if the initial BMR is perfectly east-west aligned (zero tilt
angle), it begins to acquire a negative tilt angle (which is op-
posite to the Joy’s law). The strength of the negative tilt angle
decreases as the model bipole is embedded deeper in the so-
lar convection zone. Furthermore, we find a strong asymmetry
in the field strengths between the leading and following polar-
ity regions. The leading polarity field becomes stronger whereas
that of the following spot becomes weaker, which is similar to
the observations. These results can be explained by the Coriolis
force acting on the flows driven by the Lorentz force of the BMR
(see Fig. 3).

We also carry out the cyclic solar dynamo simulation using
the source term of the Babcock-Leighton α-effect which is im-
plemented in a 3D manner where the Joy’s law tilts are explicitly
given. We have successfully demonstrated that many observa-
tional features are reproduced in our model such as the activity
cycles with decadal periods, the equatorward migration of the
sunspot groups (BMRs), and the poleward transport of the sur-
face radial fields. The nonlinear saturation of the dynamo occurs
due to a strong Lorentz force feedback: The magnetic energy of
the toroidal field amplified by the Ω-effect is found to exceed the
kinetic energy of the differential rotation. This strong Lorentz
force feedback can be seen in the cyclic modulations of the dif-
ferential rotation (torsional oscillations) and the meridional cir-
culation. Note, however, that our study does not exclude other
nonlinear dynamo saturation mechanisms such as variability in
the Babcock-Leighton process (Weber et al. 2011; Karak & Mi-
esch 2017) and magnetic quenching of the turbulent transport
processes (Kitchatinov et al. 1994; Cattaneo & Hughes 1996;
Yousef et al. 2003).

Since our model is highly sensitive to various model param-
eters, there are still several disagreements with the solar obser-
vations such as a slightly shorter cycle period of 9 year, stronger
radial field strengths at the surface of typical amplitudes of about
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200−300 G, and slightly larger torsional oscillations. Obviously,
the model parameters associated with the subsurface structure
of the newly-emerged BMRs will be highly influential, as ex-
pected from the discussion in § 3. The other important parame-
ters would be Λ0 that determines the amplitudes of the differen-
tial rotation and meridional circulation, and a0 that determines
the field strengths of BMRs at the surface. A detailed parameter
study is required in the future.

It is noteworthy that our code is applicable to examine the
impact of magnetic fields on various kinds of inertial modes
which we found to exist in our simulation (see Fig. 13). Re-
cent observations suggest that the amplitudes and frequencies
of some of the solar equatorial Rossby modes exhibit a cycle
dependence (Liang et al. 2019). If we properly understand the
effects of deep-seated magnetic fields on the mode frequencies
and eigenfunctions of the equatorial Rossby modes, observations
could potentially be used to infer the location and strength of the
magnetic fields hidden in the Sun.

An important physical ingredient still missing in the present
model is the enhanced radiative cooling associated with the
BMRs, which will affect both the short-term post-emergence
evolution of the BMRs and the long-term cyclic dynamo behav-
iors. This radiative loss will substantially affect the surface hor-
izontal motions by geostrophycally inducing inflows around the
active regions (e.g., Gizon et al. 2001; Gizon & Rempel 2008).
These active region inflows are expected to affect the tilt angle
(Martin-Belda & Cameron 2016), regulate the poleward trans-
port of the poloidal fluxes and limit the buildup of the polar fields
(Jiang et al. 2010), and thus affect the cycle amplitudes in the
Babcock-Leighton solar dynamo (Cameron & Schüssler 2012).
Furthermore, it is often argued that the low-latitude branches of
the torsional oscillation are attributed to the thermally-induced
flows due to the enhanced surface cooling of the BMRs (thermal
forcing) (Spruit 2003; Rempel 2006, 2007). In the future model,
we plan to include this effect to study how the post-emergence
of the BMRs and the nonlinear saturation of the dynamo change
in the 3D non-kinematic regime.
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